
NetView MLM
This unit explains the role of the mid-level manager (MLM) and its role in an SNMP network.
Mid-Level Managers (MLMs)
Tivoli NetView allows operators to watch overall network activity. It is a software Application that monitors and controls the network, collecting, processing, and displaying network data.
If the network is large, Tivoli NetView will need a lot of system resources to constantly maintain contact with the network and to update the status of the nodes it has discovered.
Tivoli NetView mid-level manager (MLM) allows you to distribute network monitoring and management from the central network management platform. Acting as an intermediate simple network management protocol (SNMP) manager, MLM reduces the amount of network traffic and the amount of processing that must be done by the central network manager.
MLM — Mid-Level Manager
The MLM is installed on network nodes that act as intermediate or mid-level managers in the network.
As a distributed SNMP manager, the MLM can be configured to status poll and receive traps from any set of devices in a specified network. These nodes can be grouped by location, function, type, or any other convenient group. Through regular polling of local or remote nodes, the MLM can compare the data received against defined thresholds and filters. If the threshold and filter criteria are met, the MLM can forward the information to NetView or take some other defined local action.
NetView MLM Network Stations
This shows a typical NetView server MLM distributed configuration. The MLM takes over status polling of the nodes on the remote network and also receives traps from those nodes. An MLM can be configured to only poll the nodes on it’s segment, or it can handle multiple segments by configuring the status monitor table.
By configuring an MLM to status poll and receive traps from the remote nodes, the amount of network traffic can be greatly reduced.
NetView — MLM
This picture shows two variations of implementing MLMs in an enterprise network. 
The first variation has multiple MLMs all reporting to the central NetView server directly.

The second variation uses a hierarchical setup with MLMs reporting to an intermediate MLM, which then forwards information to the central NetView server (if necessary).

Both of these help keep WAN traffic to a minimum, which is the primary benefit of using MLMs. The hierarchy of managers ensures that most problems are handled locally. Local MLMs are responsible for tracking the status of sessions and discovering new nodes or expired nodes. Tivoli NetView is periodically updated with the latest topology.

Installation and Configuration
If you decide to use MLMs on your enterprise network, you should plan your installation carefully. Analyze your network resources and decide -
How network segments will be monitored (top-level or MLM)?

What polling interval is needed for each network resource (critical resources may require more frequent polling)?

Can you group like devices under aliases? Aliases (explained later in this lesson) allow you simplify the configuration of your MLMs immensely.

All UNIX platforms have the following components available for installation:
The MLM configuration application (CFG) smconfig.

The mid-level manager (MLM) midmand.

AIX uses an installp image, all other UNIX interp types use a tar file.

For Windows NT, you must use the InstallShield application locally (no remote method).

Remote MLM installation
Using the Tivoli desktop, you can remotely install MLMs. The primary requirement is having root authority on the target host. This method is unavailable for Windows NT based MLM installation.
Once you have launched the dialog, you will notice certain fields have an asterisk (*) next to them. These are mandatory fields (IP address, password, and so forth.)
To verify the installation, you can select Status from the Operations list. The returned information covers midmand and snmpd status on the target host.

Note: When NetView and MLM are installed on the same machine, reconfiguration of the trapd and choice of port for MLM-NetView trap communication is necessary. See the Mid-Level Manager User’s Guide for more information.

MLM MIB Tree (Top)
The picture above shows the MIB tree. If you do a MIB browse of MLM, you would go down the private branch of the tree. If you wanted to get MIB data for a machine’s sysContact, you would go down the Management branch of the tree.
MLM MIB Tree (Middle)
If you explore down the MLM branch of the MIB tree, you will find each of these tables.
MLM-NetView Structure
At the NetView server, use the Configuration application (GUI) to set the MLM configuration.
You can define the polling interval, machines to be polled, filter events, set threshold levels, and so forth with the configuration application.
Traps can be forwarded to MLM, directly to NetView, or both.
If an MLM fails, NetView assumes responsibility for polling the nodes that were being polled by MLM (within the same subnet). Traps will be lost if they are sent to the MLM only.
MLM MIB Tables
MLMs provide a distributed method of handling polling, thresholding, data collection, trap processing, node discovery, and status monitoring. The configuration of MLMs is handled through MLM MIB tables.
All tables are stored in configuration files located in /var/adm/smv2/mlm/config (default for UNIX MLM host, path for Windows NT is C:\Program Files\Tivoli\MLM\config). Each of these tables is accessible through the MLM MIB (.1.3.6.1.4.1.2.12). A few of the key tables are:

Alias Table – Provides a way to associate a group of nodes with a single alias name, or a group of alias names with a single alias name. These alias names can then be used by the threshold and collection, status monitor, and filter tables.

Filter Table – Provides SNMP trap filtering and automation capabilities on local and remote nodes for the MLM.

Status Monitor Table – Contains a list of interfaces that need to be checked. If used in conjunction with the -g or -G flag on the netmon daemon, it will off-load status monitoring to subnets with MLMs.

For more information, please consult the TME 10 NetView MLM User’s Guide.

Configuration Application
After an MLM is started, all MIB table configuration changes are stored in a resume file called /var/adm/smv2/mlm/log/smMlmCurrent.config, which is continuously updated as you make changes to your current MLM configuration. 

Note: Changes are only written when the NT-MLM process is stopped (unlike UNIX). If midmand dies on NT, all changes are lost.

NetView Server provides for central configuration of MLMs. 
Using the MLM configuration GUI, you can quickly define how MLM will operate and define entries in the MLM MIB tables. The table entries enable you to control system management, collect and examine important data, and create new variables to monitor application data.
The MLM configuration GUI application is used to configure MLMs one at a time. The resulting configuration files may be distributed to other MLMs.
The ability to centrally configure the MLMs allows the expertise to reside at one location.
Note: The configuration application, smconfig, does not run on NetView for NT with the 5.1.1 release.

Community Setup
For NetView and an MLM to be able to communicate, they must both have a set of community names. NetView must talk to the MLMs plus the nodes it is managing directly. The MLMs must be able to talk to the nodes for which they are responsible and the NetView.
MLMs run under a main SNMP agent, or snmpd. These main agents use the \etc\snmp.conf files for community name checking. If the request is valid and authenticates, snmpd sends the request to the MLM. The MLM itself only uses the \usr\OV\conf\ovsnmp.conf file to determine the community name when talking to remote nodes.

Community name setup for Windows NT is only available through SNMP Service properties (via control panels).

Agent Policy Manager
Agent Policy Manager Daemon (C5d)

Now that we have talked about the configuration of MLMs and what they can do for you, we need to talk about how we can simplify the configuration of multiple MLMs all at once. This is what the Agent Policy Manager can do for you, but it requires the C5d daemon to be running first.
Remember to shut down all ovw processes before trying to configure or start the C5d daemon. Once you have configured C5d to automatically start along with the other NetView daemons, it should start up automatically each time NetView is restarted.
Agent Policy Manager (APM)
This management of agents in the network is accomplished by setting up policies. The policies you define are made up of two pieces: 
Defining rules about which objects will be acted on (such as all routers, all machines in a building, or all devices in a certain subnet).

Defining rules about what action will be taken (such as threshold on a MIB-II variable, monitor a log for an error message).

APM simplifies the task of distributing changes to your network. Rather than editing configurations on every MLM in your network, you can use the collection facility to set up collections to include all the nodes that will get a new policy. After you have defined the collection to which the policy is to be distributed, it is a simple matter of clicking on the Distribute button to update all the nodes in your collection. The collection facility maintains a list of objects that fit collection rules. It updates the list if changes in the network topology result in the addition of nodes that fit a collection rule (or deletion of nodes already in a collection). Agent policy manager will act on these changes by configuring new nodes that fit the Collection rule or removing policies from nodes that no longer fit collection rules. This policy maintenance takes place automatically.

Management by policy in this manner facilitates your task of system management by centralizing control.

MLM Managers
APM creates several new icons on the root map: 
MLM Managers is a collection of all the MLMs in your network, with all the IP nodes in each MLM's domain. Double-clicking on this icon displays a submap of all MLMs in the network. Double-clicking on an MLM displays a star configuration of the MLM and the nodes in its domain. Double-clicking on a particular node shows details about the node itself, including IP interfaces and all distributed policies.

APM Monitors is displayed after you define an APM policy. This icon indicates that APM policies are active. Double-clicking on this icon displays all the collections to which policies have been distributed. 

Double-clicking on one of these collections shows the nodes in the collection against which the policies are set. 

Double-clicking on an individual node displays details about the node itself, including IP status and icons for the individual APM policies. The icons for APM policies are executable icons. Double-click on an icon to access the Problem Determination Assistance dialog box.

SmartSets
The mlmDomain_Default collection is a superset of all of the nodes that are being polled by all MLMs. The mlmGroup is a collection of all MLMs. The individual mlmDomain_nnn collections are collections of nodes that each MLM is polling.
The Collection facility provides a mechanism for you to group objects into a group. This group of objects is called a collection. Collections are aggregated under a collection icon and are displayed on the root submap. If you double-click on a collection icon on the root submap, you open a submap containing symbols for all the collections that are defined. Double-clicking on one of the collection symbols opens a submap containing all of the objects that are currently in that collection. As objects move in and out of the collection, the submap is dynamically updated. A user in read-only mode needs to select File ( Refresh Map to see new objects that have been dynamically updated.

Collections can be grouped as you need. On the graphic, we have a collection of MLMs, a collection of non-SNMP machines, a collection of nodes without their hostname in the DNS.

Defining collections can be useful for creating a submap of devices for each customer that you want to monitor. For example, you can define a collection for each customer, based on the custName field that is defined for every managed node in the Object database.

You can collect SNMP MIB data for entire collections.

APM Policy — Node Level View
A threshold condition causes an icon to be red. If an icon is blue, the distribution of the policy to the node failed, or the session between the node and it’s managing MLM has failed.
You can use the Agent Policy Manager to set various policies for collections you have defined.
Through a threshold policy, you can collect important MIB data and can set thresholds to send a trap or run a command when the threshold is tripped. Thresholds can be set on many types of MIB objects. Threshold policy icons turn red when an arm condition is met, and green when rearm conditions are met.
Through a command policy, you can execute commands in the Korn shell environment.
Through a filter policy, you can define the action to be taken by the local MLM when certain types of traps are received.
/usr/OV/conf/ovsnmp.conf
The above is a sample ovsnmp.conf file. You do not edit this file directly. It is there to maintain backward compatibility. Use xnmsnmpconf.

On a NetView server, this file contains the community name used by NetView to communicate to the MLM and for the nodes it is managing direct. On the MLM, this file has the community name needed to talk to the nodes the MLM is managing.

This file is used by the MLM Configuration Application (smconfig).
/etc/snmpf.conf
A copy of this file is needed on each AIX MLM to provide the community name so that NetView can talk to the MLM.
The SUN (SEA) Solstice Enterprise Agent must be installed and configured, with the appropriate /etc/snmp/conf/ configuration files, on each Solaris MLM.

Trap Processing at Mid-Level Manager
When a node sends a trap to a MLM, a check is made for a filter to either block or pass the trap. If it makes it past the filter, the trap is sent to the NetView named in the Trap Destination table.
If there is a filter, a check is made for a trap destination list. If one exists, the trap is sent to the destination. If not, then the Trap Destination table is used. MLMs can send traps to multiple destinations if desired.
If MLM is installed on the same platform as NetView, the MLM and NetView will not share port 162. 
It is recommended that you re-configure trapd to use another port and allow MLM to receive traps, perform filtering and thresholding, and forward the trap to trapd on a port other than 162.
Can you install an MLM and a NetView server on the same machine?
Name the two files with community names you must have on an MLM.
What is the purpose of an MLM?
If an MLM goes down, what happens to the nodes it was managing?
REF X99786_N1Numbered_1 \* MERGEFORMAT 
Yes, although it would not normally be done.
REF X16824_NNumbered_2_ \* MERGEFORMAT 
ovsnmpd.conf and snmpd.conf
REF X12795_NNumbered_3_ \* MERGEFORMAT 
To off-load a NetView server.
REF X49267_NNumbered_4_ \* MERGEFORMAT 
When NetView detects the MLM is down, it begins to control the nodes for that MLM.
