Procedure for setting up TSM on a NetWare Cluster

1) Edit SYS: NSN\USER\SMSRUN.BAS
  nlmArray = Array("SMDR", "TSA600 /cluster=off", "TSAPROXY") for NetWare 6.x Server or   nlmArray = Array("SMDR", "TSA500 /cluster=off", "TSAPROXY") for a NetWare 5.1 Server.  There will be several lines in this file. This is the only thing you need to edit. Make sure cluster=off is set in this line.  This goes against the fact that you are clustering, but the backup software wants to backup the clustered volumes as if those volumes were local to the server.  It doesn’t understand the Clustered volume environment enough to be able to locate those volumes using NDS. This way, the backup software will backup the clustered volumes through the server that has control of that resource as if it was a local volume. Since it is actually a Clustered volume you can still easily do a restore to that clustered volume no matter which server is controlling that resource. (i.e., the volume doesn’t have to restored from the same server it was backed up on).

2) Copy the software to the SYS: volume of a local Server that is a member of the cluster. You will have to type the path to the .ips file within NWCONFIG, so you may want to make it a short path. My preference is SYS: TSM\515. The .ips file will be in the root of the 515 directory.

3) At the Server command line, type “NWCONFIG”.  When the configuration options screen comes up, scroll down to “product options”.  At the next screen scroll to “Install a product not listed” and press enter. If there are already some paths listed just press enter on the one that is highlighted. Press the F3 key to be able to enter your own path. Enter the path “SYS: tsm\515.

4) After installing the software, stay in NWCONFIG and scroll to “NCF file Options”. Press enter.  Scroll to “Edit Autoexec.ncf file”.

Under the last “SEARCH ADD” statement, add the following line: SEARCH ADD SYS: TIVOLI\TSM\CLIENT\BA”.

This puts the search path in so you don’t have to always type in the entire path to the dsm.opt file. Make sure before proceeding that you have a dsm.opt file at that location. At the bottom of the Autoexec.ncf file, type the following: “Load dsmcad –optfile=SYS: Tivoli\Tsm\Client\Ba\dsm.opt”. This will automatically load the scheduler if the Server is rebooted. . Save the Autoexec.ncf file.

5) Go to the server command line. Type in the same SEARCH ADD statement that you just typed in the Autoexec.ncf file. The statement in the Autoexec.ncf won’t take affect until the next time the server is restarted, so we have to type this statement in manually before moving on.

6) Make sure the correct TSA is loaded on the server. If this is a NetWare 5.1 Server it needs to be TSA500. If this is a NetWare 6.x Server, it needs to be TSA600. Also, make sure your Client option file is set up on your TSM server.

7) At the Server command line, type in the following: “dsmc query session –optfile=SYS: Tivoli\Tsm\Client\Ba\dsm.opt”.

The following prompt will appear: Node name:” Please enter your user id <MyServer>”. Type in the node name or just push enter to choose the one listed. Then the following prompt will appear: “Please enter password for user id “Myserver”. Enter the node name again and press enter. Results window will follow.

8) At the Server command line, type the following:  “dsmc query tsa –optfile=SYS: Tivoli\Tsm\Client\Ba\dsm.opt”. The following prompt will appear: “Please enter Netware user for “My Server”. This is going to be an NDS user with Admin rights for the backup.

Enter the user login name, the following prompt appears: “Please enter the password on “Myserver” for the Netware user <.adminuser.treename>. This will save the admin user name and password information in an encrypted file  SYS: Tivoli\Tsm\Client\Ba\TSM.PWD.

9) At the Server prompt type: “dsmcad”. This loads the scheduler and the Server backup is ready to go.

10) Fail all clustered resources over to the same server in the cluster. At the first clustered resource volume put that same type of path as you have to the dsm.opt file on the SYS: volume. “Clustered_resource_volume_volumename: Tivoli\Tsm\Client\Ba\dsm.opt”. Set up you’re opt file pretty much like the one on the SYS: volume. Make sure the http port is different then the one on SYS: There is a sample dsm.opt below. After the dsm.opt file is set up, go to the Server command line and type: 

“Dsmc query session –optfile= VOLUME NAME OF CLUSTERED RESOURCE: Tivoli\Tsm\Client\Ba\dsm.opt”. Follow the same procedures as in step 7. Then type the following at the Server command line:

“Dsmc tsa –optfile= VOLUME NAME OF CLUSTERED RESOURCE: Tivoli\Tsm\Client\Ba\dsm.opt”. Follow the same procedures as in step 8.

11) Perform the same functions for all clustered resources in this cluster. When completed, fail over all clustered resources over to the next Server in this cluster and perform these same steps again. Do this at every server that is a member of this cluster.

SAMPLE DSM.OPT FILE

*===================================

* Local Server Stanza      (dsm.opt)

*===================================

COMMMETHOD TCPIP

NODENAME CLIENT_NAME
CLUSTERNODE NO *****(Make sure this says no)********
HTTPPORT 1582 ********(Needs to be a different port for each client on the same server, so make sure each clustered resource has it’s own port number)********
***TCPBUFFSIZE 64

***TCPNODELAY YES

TCPPORT 1500

***TCPWINDOWSIZE 64

TCPSERVERADDRESS 167.94.17.150

MANAGEDSERVICES SCHEDULE WEBCLIENT *******(Let this service handle you scheduling function, rather then loading “schedule” with DSMC)************** 

PASSWORDACCESS GENERATE

***PASSWORDDIR  PRINTERS:TIVOLI\tsm\BA\TSMPASS

*===================================

* Backup Information

*===================================

DOMAIN ****( VOLUME NAME OF CLUSTERED RESOURCE:)********
***INCLEXCL "f:\tsm\inclexcl.txt"

*===================================

* Custom Include/Exclude

*===================================

***Exclude f:\temp\...\*

***Include f:\dumps\...\* MCDBDUMP

*===================================

* Logs

*===================================

ERRORLOGNAME ****("VOLUME NAME OF CLUSTERED RESOURCE:TIVOLI\tsm\Client\BA\dsmerror.log")*********
ERRORLOGRET 4,D

SCHEDLOGNAME ****("VOLUME NAME OF CLUSTERED RESOURCE:TIVOLI\tsm\Client\BA\dsmsched.log")*********
SCHEDLOGRET 4,D

NWPWFILE YES

*===================================

* System Options

*===================================

***CHANGINGRETRIES 1

***COMPRESSION no

***RESOURCEUTILIZATION 3

*** Need Polling for HACMP ***

SCHEDMODE polling

***SCHEDMODE prompted

***TXNBYTELIMIT 25600

*===================================

* End of Local Stanza

*===================================

12) When all resources have been set up from all servers in the cluster, you need to open up ConsoleOne to edit some scripts.

In ConsoleOne, highlight the cluster object and make sure you are in “Console View”. Go to the Cluster volumes listed under the NDS Cluster object. Right-click and choose properties. Click on the “Scripts” tab. Choose “Cluster resource unload script”.

Add the following to the script:

Unload dsmcad

Load dsmcad -optfile=sys: tivoli\tsm\client\ba\dsm.opt

Load dsmcad -optfile= VOLUME NAME OF CLUSTERED RESOURCE: Tivoli\Tsm\Client\Ba\dsm.opt
In the event of a resource failover, this script will run for the failed over resource(s) only.

This script is run on the server that the resource is leaving. It seems to work better to just unload everything related to Tivoli from the server and then start it back up again. (Which is what this script is doing). If the server hasn’t failed, this script will load dsmcad back, pointing to the SYS: volume so the local server gets backed up if it’s still in operation. It also attempts to try and reload the dsm.opt for the clustered resource. If the resource is not available to this server, then the script won’t run for that resource, but it will still load for the local volumes, if the Server is still in operation.

Add the following scripts to the “Cluster resource load script”:

DSMCAD -OPTFILE= VOLUME NAME OF CLUSTERED RESOURCE: Tivoli\Tsm\Client\Ba\dsm.opt
This script is run on the Server that the resource is failing over to. The local volume(s) dsmcad will already be loaded, so this just loads for the resource that has failed over.

Edit these scripts for all resource members of this cluster.

Test failover procedures.

